va Journal of Automation,

Electronics

0:

and Electrical Engineering

SHUFFLE ALGORITHM FOR FRACTIONAL DESCRIPTOR ROESSER TYPE
CONTINUOUS-TIME LINEAR SYSTEMS

Tadeusz KACZOREK! and tukasz SAJEWSKI?

1Bialystok University of Technology, Faculty of Electrical Engineering, Wiejska 45D, 15-351 Biatystok, Poland, t.kaczorek@pb.edu.pl
2 Bialystok University of Technology, Faculty of Electrical Engineering, Wiejska 45D, 15-351 Biatystok, Poland, |.sajewski@pb.edu.pl

DOI: https://doi.org/10.24136/jaecee.2022.001

Abstract — The shuffle algorithm is applied to analysis of the fractional descriptor Roesser type continuous-time linear systems.
Using the shuffle algorithm the fractional descriptor linear system is reduced to the equivalent standard system and the system
is decomposed into dynamic and static parts. Procedure for computation of the matrices of equivalent standard system and of

the dynamical and static parts of the system is proposed.
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INTRODUCTION

Mathematical fundamentals of the fractional calculus
are given in the monographs [27, 18, 22]. The properties of
descriptor (singular) linear systems have been analysed in
[4-8, 10, 11, 13, 15, 23, 27, 28]. The positive linear systems
have been introduced and analysed in [9, 14, 18, 22]. The
positive fractional linear systems have been investigated in
[3, 17-20, 28]. Stability and stabilization of fractional linear
systems has been investigated in the papers [3, 18, 22, 30].
The notion of practical stability of positive fractional
discrete-time linear systems has been introduced in [18].
General response formula for CFD —fractional 2D continues
linear systems described by the Roesser model is given in
[28]. Some recent interesting results in fractional systems
theory and its applications can be found in [18, 21, 28, 29].
The descriptor linear systems have been analysed by the
use of the shuffle algorithm have been analysed in [24-26,
15]. The shuffle algorithm has be applied to compute the
solution to the fractional descriptor linear system and to
decompose the system into dynamic and static parts in
[11]. In this paper the shuffle algorithm will be applied to
the fractional descriptor Roesser type continuous-time
linear system and procedures will be given for reduction
the descriptor system to equivalent standard system and
decomposed the system into dynamical and static parts.

The paper is organized as follows. In section 2 the
elementary row and column operations and inverses of
non-square matrices are recalled. The shuffle algorithm to
the fractional descriptor linear Roesser type linear systems
is applied in section 3 to reduce the descriptor system to
equivalent standard system and to decompose the
descriptor system into dynamic and static parts in section 4.

Concluding remarks are given in section 5.

The following notations will be used: R - the set of real
numbers, "™ _the setof nxm real matrices, R
- the set of nxm real matrices with nonnegative entries
and R =R, M, -thesetof nxn Metzler matrices
(real matrices with nonnegative off-diagonal entries), /,, -
the nxn identity matrix.!

I.  PRELIMINARIES

In the shuffle algorithm the following elementary

operatlons on real matrices will be used [14]:

- Multiplication of any ith row (column) by the number
a . This operation will be denoted by L[ixa] for row
operation and by R[ix a] for column operation.

- Addition to any ith row (column) of the jth row
(column) multiplied by any number & . This operation
will be denoted by L[i+ jxb] for row operation and
by R[i+ jxb] for column operation.

- The interchange of rows will be denoted by L[i, j], the
interchange of columns by R[i, j] .

Lemma 1. Let the matrix 4eR™™ has full row rank,

rankA4 = n . The set of its right inverse matrices is given by:

1) A4, =AT[44" 7 v 1, - AT144T T 0K, (1a)

2) 4, =Ko[AK,T! (1b)
where T denotes the transpose and K{,K, € R
(det AK, # 0 ) are any real matrices.

Proof. By definition of the right inverse of the matrix we
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have
A4, = A{AT[AAT]‘1 +(, —AT[AAT]_IA)KI}
=1, + (A= DK =1,

Taking into account that K
det AK) #0 we obtain

A4, = AK>[AK, T =1, .0 @)

@

is chosen so that

Il. FORMAT SHUFFLE ALGORITHM FOR FRACTIONAL
DESCRIPTOR ROESSER TYPE LINEAR SYSTEMS

Consider the fractional descriptor
continuous-time linear system

o%h xh(ll,l‘z)

Roesser type

h
S I LU L )
0% x (ty,t) x"(t.t,)
or%

(4a)
E; E A A B
E:[ 1 12} A{ 1 12} B{ 1}
Ey Exp A1 Ay By

E1, A1 € R Eyy, Ayy e R

B e mnlxm’ Bye mnzxm

where XM (1,6,) e R, XV () e R are  the
horizontal and vertical state vectors, u(ty,t,) € R is the
input vector and

t

d% 1 J‘ x(7) d
ar* T(-a) o (- )%

v, 50 =20 g
dr
0< a <1, is the Caputo derivative of the order « ,
o0
I(x)= I el (4c)
0

is the gamma function.
Itis assumed that rank £ <n and

a a,

det Eygsy" =411 Epsy ' — A
a a,

Eyisy," =41 Exosy” —Ax

=dyy o, (57" sy 4w dyysy sy (5)
+dlos}?h +d013‘3" +d00 #0

forsome sy,,s, € C (the field of complex numbers).
In this case the equation (4a) has unique solution [22, 24,
25].
Performing elementary row operations on the array
Eyy Epp A1 A B
(6)

[E 4 B]{
By Eyp A4 Ap B

eliminating the linear depending rows of the matrices

[E11 Ejp] and [Ey;  Epp] weobtain

B
=0
5

1 1
fl( DAy
o o 4P o
1 1 1 1 1
KA A A D
o o o 4P BY

and the equations

.
By EY

%)

3% xh (th,ty)
or%h
aO!V-)‘:V(tl't ’tv)
or%y

h
_raD 4 X" (t,t) @
=[4 A + By u(ty,t,),
(7 A ]|:xv(th9tv):| | ulty,ty)

) £
(8a)

_ h _
0=(2D o] * W)L EDu, 1), (80)
XM (tpty)

o%nx" (1,1,
or%n

% x¥ (ty,ty)
or*

h
ot
—(4f) AS}]{X i ”}B&”uah,zv),

U] 1)
£y Epp]
(8c)

x"(ty,ty)

— h —

0=[0 Aé;)]{xv(th’tv)}+Bz(l)u(th,tv). (8d)
X (thstv)

o%

Differentiating the equation (8b) by

ot

and equation

o%
(8d) by —— , we obtain
or%

O _70 O o
[E}Y — A4 E]
11 11 12 aa"xv(l‘h,tv)
%
h
:[Al(}) A(l)] xv(th,tv) (9a)
X (th’tv)

— ),
+ 80Uy 1)+ BO L0 t),
or%n
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a, h standard system (11).
M From the considerations we have following procedure for
[E(l) E(l)_z(l)] ot%n finding standard system (11) for the given descriptor
21 22 722 a, v system (4).
07 x (thoty)
— Procedure 1.
or™y Step 1. Performing elementary row operations on (6) find
h (7).
1 14 x" (¢t —
=[A§1) Aéz)] (@naty) (9b) Step 2. Using (1) compute the right inverses E(l), A(l) of
V(t ¢ ) r T
x'(ty, —
h>tv the matrices E(l), A(l) and the  matrices
— a, OO )
B u(ty )+ B Tl), A, B0, B
2 2 ot Step 3. Using (11) find the desired standard model of the
The equations (9a) and (9b) can be written in the forms system. . . .
Example 1. For the given descriptor system (4) with the
8%t (ty,ty) matrices
0 am | ol x ) 0 1] 1 0 2
% x¥ (tpty) Mtpty) 0 -2 -2 0 -4
% o0 B2l Tl 0o
- (10a) Ey1 Enxp Lol o 21 o ’
“hu(tp,ty) o o o 70 o
— (04
+BWu(ty,n,)+BY| ot | -
0 "u(ty,t,) 01 1 1 0
ot 02| -2 -20
A A | P
where A= o | -1 1 001 | (12
o [ED-Z0 D 22 o 100
EW =
(1) O M 0 1 0 0 1
L B Exn Ay L
r 10
oM
4O | AT A b 0 1
JoRpolL (10b) B |—
L 21 22 B=B =0 0|, n=2, np=3,
r 2
1 =1 0 1
30 _ 8" 30 _ B
gD g0 1o
B B

Note that by the assumption (5) the matrices ED , 40
have full row ranks and they have right inverses.
Finally we obtain the standard system

o (tp.1,)
a |0 ¥ @)
% x"(tyt,) x¥(ty,t,)
a,
ot 11)
0%ru(ty,ty)

~ ~ (04
+BOu(y )+ D) o
0% u(ty,t,)
ot%

where AD = Eﬁl)A(l) )
B0 = Eﬁl)l?(l) and E,gl), A,,(D are the right inverses
defined by (1) of the matrices.
Therefore, the following theorem has been proved.
Theorem 1. The fractional descriptor Roesser type

continuous linear system (4) satisfying the condition (5) can
be reduced by the use of the shuffle algorithm to the

B Z D0

using Procedure 1 find the corresponding standard system
(10). It is easy to check that the descriptor system with (11)
satisfies that assumption (5). Using Procedure 1 we obtain

the following:

Step 1. Performing on the array

{En Epp Ay Ap 31}

By Eyp 4y Ay B
o 1 1 0 2 0 1 1 1 010
0 -2 -20 -4 0 2 -2-2001
=1 o0 o0 1t 0 -1 1 0 1 00O
-1 0 0 -1 0 1 -1 1 0 0O01
0o 2 2 0 0 0 1 0 o110
(13)
the elementary operations: L[2+1x2], L[4+3] and

L[4,5] we obtain
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1 1 1 1 1
B A A AD B

0 0 ZS) 0 El(l)
B E) ) A )
o o o 4 BY
011020111010(14)
000O0OO0OTUO 400021
=10010-110T1°00 0}
02200 0 1001T1O0
000O0OO0OTO0OOTI1I1O0O0°1
In this case the equations (8) have the form
3% (t),.1,)
0110 2 o
o%x" (ty,1,)
ot
[0 111 0]{)‘?(”“”)} (15a)
X (tpaty)

+ OJu(tp,ty),

0=[0 4 0 0 O]{ (hs ’v)}[z u(tyt,), (15b)

xV(th,t,)
% (ty.1,)

[1 00 1 o} %
02200 aava(th’tv)

at(lv
110 1 0]
0 1.0 0 1] x"(.t)
00
+ 1 Ou(thstv)a

0=[0 0 1 1 0]{" (Uhsty )} [0 1u(ry.t,) - (15d)
x"(tpaty)

Derivation (15b) and (15d) we obtain equations (9)
in the form

3% (t).1,)
0 -3 10 21 o
aavxv(th’tv)
or%
M tpoty)
xv(th’tv)
%huty,ty)

t ay

=0 111 0]{ (16a)

+[1 Ou(tp,t) +[2 1]

10

% (.1,
[1 00 1 0} o1
021 -1 aa"xv(th,t‘,)
a*

(-1 10 1 0] Xty
0 1.0 0 1))

0 0 0 0]p%
+ u(ty,t,)+ O rultpty) .
10 01| g

Step 2. Combining (16) to the form (10a) we obtain
matrices (10b) in the form

(16b)

[0 31 0 2 01110
EV=l1 0 0 1 o AV=|-1 10 1 of
02 1 -10 01001
(1 0 (2
B0 =0 of BV=|0 ol
10 0
17)
Choosing
(1 0 0
010
Ky=|0 0 1 (18)
100
0 0 1
and using (lb) with (17) we compute
0 1 -1
—-0.111 0.167 0.333 0 0
EM=| 0222 0167 0333, 240=[0 -1 1
0 1 -1
0.222 0.167 0.333 0 -1 1
(19a)
and



JAEEE

No. 4(2022)

[ 05 05 0 05 0
~0.167 0389 —0.111 0056 0333
AV =D AV = _0167 0722 0222 0289 0333
05 05 0 05 0
|-0.167 0.722 0222 0389 0333
[0 0
0222 0
BV =Vp0 ~| 0556 0],

0 0
10.556 0

0 0
~0222 0222
BV =gWBO | 0444 0556]

0 0
0444 0556

(19b)
Step 3. Using (10) we have
3%x" (.t
on
%2 xV (tp,ty)
o™
[ -05 05 0 05 0
-0.167 0.389 —0.111 0.056 0.333{

~0.167 0722 0222 0289 0.333
05 05 0 05 0
[-0.167 0722 0222 0389 0333
0 0 0 o7
0222 0 ~0222 0222 2 ultnty)
0.556 Olu(.t,)+| 0444 0556 o™ |

10.556 0 0444 0556 O

toty)
xv(th’tv)

+

(20)

lll. DECOMPOSITION OF THE DESCRIPTOR SYSTEMS INTO
DYNAMICAL AND STATIC PARTS

In this section the shuffle algorithm will be applied to
the decomposition of the descriptor fractional Roesser type
model into dynamical and static parts.

Let
a, (o4
of B 1S, = A Epsyr — A

a o,
Eyis)," — A1 Epsy,” — Ay

d

ayNd, d. a ,
=ag, 4, (s ()2 ek ayysy sy (21)
a a,
+a10Shh +ap1sy’ +apo, ad],dz #0.

Performing elementary row operations on (6) eliminating

the linear dependent rows of the matrices

[E11 Ei2]. [E21
rank[EI(ll) El(lz)] <dj and rank[Egl) Eglz)]<d2 (22)

E5>] we obtain (7). If

then by shuffles of (7) we obtain
(1) (Y ITC) I (VY O3}
Eyy By Ay Ay B0
21(11) 0 0 0 0 §1(1)
(1) (VR ) B¢ ) B O B0}
£y f%lz) Ay 4y B
0 Ay 0 0 0
Performing suitable elementary row operations on (23) we
obtain

) L@ 0 0 7 FC
5P D D B R
o o 49 o BP BY 2
) L 2 0 70 7|
By By A 47 B B
o o o 4P B? B?
If rank El(%) El(g)J<d1 and

rank[Eg) Eg)]<d2 then we repeat the shuffles. If
the assumption (2) is satisfied then after g steps

(g <ny,m) we obtain the matrices

[El(‘li) El(g)], Eg{) E%)] satisfying the condition

rank[Ef‘f) Ef‘zf) =d; and rank[E%) E%)]=d2 .(25)

Note that if the conditions (25) are satisfied, then the
matrices [El(ii) El(g)} [Eé‘{) E%)} have right
inverses and using (1b) from (24) we obtain

(9) (9)
1 By Ep

B D 70| sl s |
FPEY PR £ £

(26)

-
z,@ﬁ{/‘n —?n}
AP 450 Ay

Therefore the following theorem has been proved.
Theorem 2. The fractional descriptor Roesser type
continuous-time linear systems (4) satisfying the condition
(5) can be decomposed by the use of the shuffle algorithm
into the dynamical part (9a) and static part (9b).

IV. CONCLUDING REMARKS

The shuffle algorithm has been applied to analysis of
the fractional descriptor Roesser type continuous-time
linear systems. Procedure for computation of the
equivalent standard system for given descriptor one has
been proposed (Procedure 1).The descriptor Roesser
model has been decomposed into the dynamic and static
parts (Theorem 2). The procedure has been demonstrated
on numerical example. The considerations can be extended
to fractional descriptor discrete-time linear systems and to
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different fractional orders descriptor continuous-time and
discrete-time linear systems.

ALGORYTM PRZESUWANIA DLA LINIOWYCH UKEADOW
DESKRYPTOROWYCH NIECALKOWITEGO RZEDU CIAGLYCH TYPU
ROESSERA

Algorytm przesuwania jest stosowany do analizy utamkowych
deskryptorowych uldadéw liniowych daglych typu Roesser. Stosujgc
algorytm przesuwania, liniowy uklad deskryptorowy niecatkowitego
rzedu jest redukowany do réwnowanego ukdadu standardowego,
oraz jest rozkdadany na zes¢ dynamiczng i statyczng. Zaproponowano
procedure obliczania macierzy réwnowaznego uktadu standardowego
oraz metode obliczania czesd dynamicznej i statyczne).

Slowa kluczowe: niecatkowity rzad, deskryptor, dekompozyda, zes¢
statycznai dynamiczna
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